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The Impact of AI/ChatGPT on Lawyers and Related Ethical Issues 
 

I. Introduction 
 

A. What is AI? 
 

1. “At its simplest form, artificial intelligence is a field, which 
combines computer science and robust datasets, to enable problem-
solving.” IBM.com 

 

2. AI is at the center of using technology and machines to manage 
our personal and professional lives – think cell phones, case 
management, calendaring, product/music/movie recommendations 
(“You might also like,”), advertising and so much more!   

 

3. AI is teaching a machine to act like a human. 
 

B. What is ChatGPT (Chat Generative Pre-trained Transformer) 
 

1. “ChatGPT is an AI-powered chatbot (a computer program 
designed to simulate conversation with human users over the 
internet)… that responds to open-ended text queries with paragraphs 
of text-written answers. It was trained through reinforcement learning 
from human feedback. During this process, human AI trainers would 
converse as a user and an AI assistant, then rank chatbot responses to 
teach the chatbot how to respond appropriately.” Clio – June 2023. 

 

https://www.ibm.com/topics/artificial-intelligence
https://www.clio.com/blog/chat-gpt-lawyers/
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2. When asked to describe itself in two sentences, ChatGPT said 
this, “ChatGPT is an advanced AI language model designed to 
generate human-like text, assist with tasks, answer questions, and 
engage in conversations across a wide range of topics. It leverages 
deep learning techniques to understand context and provide 
meaningful, context-aware responses.” 

 

3. These large language models analyze large amounts of data 
from the internet (open ended) or proprietary (closed ended) sources 
and “predict” human responses to various prompts. 

 

4. ChatGPT is incredibly easy to use and can be asked anything, 
only bound by the imagination of the user. 

 

a) The New York Times even provides “Chatbot Prompts to 
Try” 
b) Write a poem. 
c) Solve a math problem 
d) And, yes, write a legal brief  

 

II. Will ChatGPT Replace Lawyers? 
 

A. "[AI] would take off on its own, and re-design itself at an ever 
increasing rate, … The development of full artificial intelligence could spell 
the end of the human race." – Stephen Hawking, 2014 Interview with BBC 

 

B. “ChatGPT technology has the potential to be a milestone for 
technology advancements in the legal profession, as seen with the internet, 
online legal research platforms, and cloud-based case management systems. 
To truly understand and appreciate the technology, lawyers should try it for 
themselves.” Attorney Christopher Shattuck, Wisconsin Lawyer, 96 Wis. 
Law. 41-47 (February 2023). 

 

https://www.bbc.com/news/technology-30290540
https://www.wisbar.org/NewsPublications/WisconsinLawyer/Pages/Article.aspx?Volume=96&Issue=2&ArticleID=29597
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C. New Legal Tech Products 
 

1. Spellbook – www.spellbook.legal 
 

Uses GPT- to review and suggest language for your contracts 
and legal documents, right in Microsoft Word. 

2. Lexis + AI – Protégé  
 

3. Thomson Reuters - CoCounsel 

III. Ethical Rules and Considerations 
 
A. SCR 20: 1.1 – Competence - A lawyer shall provide competent 
representation to a client. Competent representation requires the legal 
knowledge, skill, thoroughness and preparation reasonably necessary for the 
representation.  

 

1. ABA Comment [8] - To maintain the requisite knowledge and 
skill, a lawyer should keep abreast of changes in the law and its 
practice, including the benefits and risks associated with relevant 
technology, engage in continuing study and education and comply 
with all continuing legal education requirements to which the lawyer 
is subject. (emphasis added) 

 

2. “Basic technological competence includes, at a minimum, 
knowledge of the types of devices available for communication, 
software options for communication, preparation, transmission and 
storage of documents and other information, and the means to keep 
the devices and the information they transmit and store secure and 
private.” Wisconsin EF-21-02, “Working Remotely.” 

 

http://www.spellbook.legal/
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3. It is the responsibility of the user to verify any information 
generated by it.  Using ChatGPT does not remove your responsibility 
of being a competent lawyer. 

 

4. The ABA Standing Committee on Ethics and Professional 
Responsibility has issued Formal Opinion 512 on July 29, 2024 – 
“This means that lawyers should either acquire a reasonable 
understanding of the benefits and risks of the GAI tools that they 
employ in their practices or draw on the expertise of others who can 
provide guidance about the relevant GAI tool’s capabilities and 
limitations. This is not a static undertaking. Given the fast-paced 
evolution of GAI tools, technological competence presupposes that 
lawyers remain vigilant about the tools’ benefits and risks. Although 
there is no single right way to keep up with GAI developments, 
lawyers should consider reading about GAI tools targeted at the legal 
profession, attending relevant continuing legal education programs, 
and, as noted above, consulting others who are proficient in GAI 
technology.” 
 

B. SCR 20:1.3 – Diligence - A lawyer shall act with reasonable 
diligence and promptness in representing a client. 
 

1. Generally, this rule requires a lawyer to pursue the client’s 
objectives promptly and thoroughly.  Although ChatGPT is definitely 
responsive to providing work “promptly” the lawyer continues to 
carry the burden of “thoroughly” reviewing lawyer and non-lawyer 
work. 
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2.  “I am not sure “are the other cases you provided fake”/”no, the 
other cases I provided are real” (from the screenshots of Schwartz’s 
AI chat) is at all helpful—lawyers know that “just trust me” isn’t a 
substitute for due diligence. Doubling down on a technology you 
already know you don’t understand isn’t great…” Atty. Stacie 
Rosenzweig, Ethicking. 
 

C. SCR 20:1.6 – Confidentiality - (a) A lawyer shall not reveal 
information relating to the representation of a client unless the client gives 
informed consent, except for disclosures that are impliedly authorized in 
order to carry out the representation, and except as stated in pars. (b) 
[prevent crime or fraud] and (c) [not related to use of ChatGPT]… (d) A 
lawyer shall make reasonable efforts to prevent the inadvertent or 
unauthorized disclosure of, or unauthorized access to, information relating to 
the representation of a client. 

 

1. ChatGPT inherently relies on large amounts of data being 
“input” into its system in order to constantly improve itself. The more 
data it has, the better it performs.  It is important to resist the 
temptation to “overdisclose” in an effort to seek an improved 
response.  

 

2. “The prohibition also applies to “disclosures that do not in 
themselves reveal protected information but could reasonably lead to 
the discovery of such information by a third person.” ABA cmt. [4]. 
Whether a lawyer believes that a disclosure would be “harmless” is 
not relevant to the analysis of whether such a disclosure would be 
permissible.” State Bar of WI Ethics Counsel Aviva Kaiser, 
Wisconsin Lawyer, 96 Wis. Law. 41-47 (February 2023). 

 

3. ChatGPT is can include sensitive/confidential information such 
as personal details and private conversations. The manner in which 
the data is collected, stored, and used, and who has access to it raises 
confidentiality questions. 

 

https://www.ethicking.com/blog/where-does-ai-go-from-here
https://www.wisbar.org/NewsPublications/WisconsinLawyer/Pages/Article.aspx?Volume=96&Issue=2&ArticleID=29597
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4. “Because GAI tools now available differ in their ability to 
ensure that information relating to the representation is protected from 
impermissible disclosure and access, this risk analysis will be fact-
driven and depend on the client, the matter, the task, and the GAI tool 
used to perform it.” – ABA, Op. 512. 

 

D. SCR 20:2.1 - SCR 20:2.1 Advisor - In representing a client, a lawyer 
shall exercise independent professional judgment and render candid advice.  

 

1. This rule naturally follows 20:1.3 in that it recognizes part of a 
lawyers due diligence is to exercise independent judgment – i.e., “Is 
this ChatGPT statement accurate?” 

 

2. “ChatGPT acknowledges that there is the potential for it to be 
used in decision-making systems.” State Bar of WI Ethics Counsel 
Aviva Kaiser, Wisconsin Lawyer, 96 Wis. Law. 41-47 (February 
2023). 

 

E. SCR 20:3.3 – Candor toward the tribunal, SCR 20:4.1 – 
Truthfulness in statements to others, and and SCR 20:8.4(c) – 
Misconduct (dishonesty, fraud, deceit or misrepresentation) 

 

1. ChatGPT responses are loaded with disclosures of its 
limitations and reminders to cite ChatGPT as the generator of its 
content, when used in any form of publication and further, suggests 
that it generates very convincing text that may be used to spread 
misinformation.  

 

2.  “…Using it to cover your tracks after you know you messed up 
is worse—that gets us into dishonesty and misrepresentation 
territory.” Atty. Stacie Rosenzweig, Ethicking. 

 

https://www.wisbar.org/NewsPublications/WisconsinLawyer/Pages/Article.aspx?Volume=96&Issue=2&ArticleID=29597
https://www.ethicking.com/blog/where-does-ai-go-from-here


8 
 

3. “In judicial proceedings, duties to the tribunal likewise require 
lawyers, before submitting materials to a court, to review these 
outputs, including analysis and citations to authority, and to correct 
errors, including misstatements of law and fact, a failure to include 
controlling legal authority, and misleading arguments.” ABA, Op. 
512. 
  

F. SCR 20:5.3 - Responsibilities regarding nonlawyer assistance - 
With respect to a nonlawyer employed or retained by or associated with a 
lawyer: (a) a partner, and a lawyer who individually or together with other 
lawyers possesses comparable managerial authority in a law firm shall make 
reasonable efforts to ensure that the firm has in effect measures giving 
reasonable assurance that the person's conduct is compatible with the 
professional obligations of the lawyer; 

 

1. Is ChatGPT considered a “person” under the rule?  This is not 
clear, but probably.  ABA Comment [3] - … Examples include the 
retention of an investigative or paraprofessional service, hiring a 
document management company to create and maintain a database for 
complex litigation, sending client documents to a third party for 
printing or scanning, and using an Internet-based service to store 
client information. 

 

2. “SCR 20:5.3 is an umbrella rule. It requires the law firm to 
have in effect policies and procedures that give reasonable assurance 
that the nonlawyer assistance is compatible with the professional 
obligations of the lawyer. The rule also requires the lawyer having 
direct supervisory authority over the nonlawyer assistance to make 
reasonable efforts to ensure that the assistance is compatible with the 
professional obligations of the lawyer. Failure to comply with this 
rule’s obligations is itself professional misconduct.” Kaiser, 
Wisconsin Lawyer, 96 Wis. Law. 41-47 (February 2023). 

 

• Lawyers must manage nonlawyer assistance, protect 
confidentiality, provide competent representation, exercise 

https://www.wisbar.org/NewsPublications/WisconsinLawyer/Pages/Article.aspx?Volume=96&Issue=2&ArticleID=29597


9 
 

independent professional judgment, verify accuracy and 
authenticity of text and citations generated by the software, 
and perform other duties owed to clients and third parties. 
 

3. Managerial lawyers must establish clear policies regarding the 
law firm’s permissible use of GAI, and supervisory lawyers must 
make reasonable efforts to ensure that the firm’s lawyers and 
nonlawyers comply with their professional obligations when using 
GAI tools. Supervisory obligations also include ensuring that 
subordinate lawyers and nonlawyers are trained, including in the 
ethical and practical use of the GAI tools relevant to their work as 
well as on risks associated with relevant GAI use.” ABA, Op. 512. 

 

G. SCR 20:8.4(i) – it is professional misconduct for a lawyer to “(i) 
harass a person on the basis of sex, race, age, creed, religion, color, national 
origin, disability, sexual preference or marital status in connection with the 
lawyer's professional activities. Legitimate advocacy respecting the 
foregoing factors does not violate par. (i).” 

 

1. ChatGPT can amplify existing biases in the information used to 
generate responses. 
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2. Lawyers must ALWAYS exercise independent judgment (SCR 
20:2.1) and avoid using ChatGPT as part of decision-making. 

IV. Conclusion 
It is clear that ChatGPT offers many possibilities and opportunities for 
lawyers. It is equally clear that those opportunities are good and bad.  If we 
can suggest one takeaway, it would be that lawyers have the duty and 
responsibility to maintain competence, which includes knowledge of  “the 
benefits and risks associated with relevant technology.”  ChatGPT, and other 
products and services like it are not going away and will only improve in 
their sophistication and speed. Indeed, the practice of law requires 
understanding how it works, not just to make us more efficient professionals, 
but also to identify when it is being misused.  

 

 

 

 

 



The AI Revolution in Law: 
There’s No Turning Back
Regardless of one’s level of comfort with artificial intelligence, AI is here to stay. 
Attorneys have a professional obligation to learn what AI is and when and how to 
use it responsibly to avoid associated risks.

BY MATTHEW M. BEIER

When I was a young associate at a medium-
sized firm in Madison, the president excitedly 
distributed BlackBerry cell phones to all the 
lawyers, a move that put us at the forefront of 
legal technology at the time. Back then, there 
was debate over whether the BlackBerry was a 
helpful tool or merely a “short leash.”1 

Today, there’s no debate – legal technology 
has advanced to the point where legal tech 
tools such as generative artificial intelligence 
(AI), “smart contracts,” data analytics, and 
cloud computing are so powerful that they 
are revolutionizing the practice of law. These 
tools and others were highlighted at a recent 
National Association of Bar Related Insurance 
Companies (NABRICO) conference in Calgary 
that I and other Wisconsin Lawyers Mutual 
Insurance Co. leaders attended. 

If your stance on AI is “I’ll retire before I use 
that,” you might want to consider an early exit, 
because AI is rapidly becoming integral to the 
legal field. At the NABRICO conference, over half 
the programming focused on how AI is being used 
by lawyers and insurance companies and how 
to implement it safely. One presentation, titled 
“Generative AI – No Slowing Down and No Going 
Back,” emphasized that it’s no longer a question 
of whether to use AI but when and how to do so 
responsibly to avoid risks associated with its use. 

The legal industry creates massive amounts 
of information. Legal tech that is used to store, 
manage, search, create, and communicate that 
information is nothing new. New tech software 
and products are transforming the efficient de-
livery of legal services, and clients are demand-
ing lawyers use AI as a cost-saving measure. 
The main thrust of AI is to automate some of the 
routine legal work so that lawyers can focus on 
client contact and strategy. So, what are these 
tools and how do they work?

Generative AI 
Generative AI has recently been the subject of 
much of the legal tech revolution discussion. 
ChatGPT is the large language model probably 
most recognized by the public. When asked to 
describe itself in two sentences, ChatGPT said 
this: “ChatGPT is an advanced AI language 
model designed to generate human-like text, 
assist with tasks, answer questions, and engage 
in conversations across a wide range of topics. It 
leverages deep learning techniques to under-
stand context and provide meaningful, context-
aware responses.” In other words, ChatGPT is 
a computer program that attempts to simulate 
human intelligence when interacting with users. 

These large language models analyze large 
amounts of data from the internet (open-ended) 
or proprietary (closed-ended) sources and “pre-
dict” human responses to various prompts. The 
responses are often very impressive. Equally 

Matthew M. Beier, U.W. 
2000, is senior vice 
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Lawyers Mutual 
Insurance Co., Madison. 
Access the digital article 
at www.wisbar.org/wl. 
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impressive is the amount of human (and 
nonhuman) effort that goes into improv-
ing these models, specific to different 
industries, including the practice of law. 

The story of the New York lawyer who 
used ChatGPT to write a legal brief that 
included completely fictional cases and 
citations is now well known. The industry 
response was swift, with risk manage-
ment programs and articles aplenty 
exposing ChatGPT’s drawbacks and 
shortcomings, reminding lawyers of their 
ethical obligations to clients and the pro-
fession, and cautioning against relying on 
ChatGPT as an authoritative source. 

In addition, developers and program-
mers have raced to produce better, safer 
products for lawyers – products like 
Spellbook,2 which “uses GPT-4 to review 
and suggest language for your contracts 
and legal documents, right in Microsoft 
Word”; Lexis+AI (from Lexis-Nexis); and 
CoCounsel (from Thomson Reuters). In 
addition to contract drafting and review, 
Lexis+AI3 and CoCounsel4 are designed 

to provide succinct answers to complex 
legal questions complete with citations to 
relevant statutes and case law. 

All these programs operate in what is 
known as a closed-end system or library, 
which refers to a self-contained environ-
ment where the model operates within 
a predefined set of constraints, such as 
a specific dataset, task, or application 
domain. In such a system, GPT is restricted 
to a customized knowledge base, ensur-
ing that outputs are more controlled and 
focused. This is especially important for 
purposes like legal services for which 
security, accuracy, and relevance are 
paramount. This means that lawyers can 
control “where” GPT looks for responses to 
questions and prompts – specific jurisdic-
tions, firm-uploaded briefs, specific legal 
resources, and so on. Using a closed-end 
system prevents inadvertent disclosures 
of sensitive firm and client information.

Smart Contracts
“Smart contracts are digital contracts 

stored on a blockchain that are auto-
matically executed when predeter-
mined terms and conditions are met.”5 
For many people, the term blockchain 
brings to mind cryptocurrency. The 
main reasons to use smart contracts 
are efficiency, certainty, cost reduction, 
and mitigation of risks. Smart contracts 
are used in the delivery of life-saving 
medications and for retailer-supplier 
relationships, international trade, real 
estate, and other areas.6

Data Analytics
Law firms use data analytics for the col-
lection, processing, and analysis of vast 
amounts of legal, business, and client data 
to uncover patterns, trends, and insights 
that can improve decision-making and 
operational efficiency. By leveraging ad-
vanced data tools, law firms can optimize 
case strategies, predict litigation outcomes, 
streamline billing practices, improve cli-
ent services, and ensure compliance with 
legal regulations, ultimately driving more 
informed, data-driven legal practices.

Cloud Computing
One of the most significant catalysts 
for cloud computing was the COVID-19 
pandemic. Since the start of the pandemic 
in 2020, the benefits and accessibility 
of remote collaboration have grown 
immensely. According to the ABA’s 2022 
Tech Report, “Cloud usage increased 
significantly from 60% to 70%.”7 That 
same ABA report commented that cloud 
computing and AI are closely intertwined 
into practice management and legal 
research.

The benefits are many and obvious. 
Lawyers can store and access their 
data from anywhere with an internet 
connection, allowing them to maintain 
communications with coworkers and 
clients. Gone are the days of having large, 
expensive on-site servers to protect 
data. The southeast United States is 
recovering from two major hurricanes, 
Helene and Milton. There is no doubt 
that losses in states including Florida, 
Georgia, South Carolina, North Carolina, 
and Tennessee will be huge, but recovery 
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of digital information will be much 
faster and much more complete for many 
individuals and entities because of cloud 
computing. 

Ethical Considerations
In response to lawyers using AI and 
ChatGPT carelessly, commentators 
have pointed out the several Rules of 
Professional Conduct that are implicated 
when it is used. In a 2023 Wisconsin 
Lawyer article, Aviva Kaiser explained, 
“Lawyers using ChatGPT must care-
fully manage nonlawyer assistance [SCR 
20:5.3], protect confidentiality [SCR 
20:1.6], provide competent representa-
tion [SCR 20:1.1], exercise independent 
professional judgment [SCR 20:2.1], verify 
the accuracy and authenticity of text and 
citations generated by the software [SCR 
20:4.1, SCR 20:3.3, and SCR 20:8.4(c)], and 
perform other duties owed to clients and 
third parties. [SCR 20:8.4(i)].”8

In addition, the ABA Standing 
Committee on Ethics and Professional 
Responsibility has issued its first formal 
opinion focusing on the use of genera-
tive AI by lawyers.9 The opinion is very 
consistent with Kaiser’s analysis and 
provides the following guidance:

Model Rule 1.1 – Competence: “To 
competently use a GAI [generative 
artificial intelligence] tool in a client 
representation, lawyers need not become 
GAI experts. Rather, lawyers must have a 
reasonable understanding of the capabil-
ities and limitations…. Because GAI tools 
are subject to mistakes, lawyers’ uncriti-
cal reliance on content created by a GAI 
tool can result in inaccurate legal advice 
to clients or misleading representations 
to courts and third parties. Therefore, a 
lawyer’s reliance on, or submission of, a 
GAI tool’s output – without an appropri-
ate degree of independent verification or 
review of its output – could violate the 
duty to provide competent representa-
tion as required by Model Rule 1.1.”10

Model Rules 1.6, 1.9(c), and 1.18(b) – 
Confidentiality: “Before lawyers input 
information relating to the representa-
tion of a client into a GAI tool, they must 
evaluate the risks that the information 

will be disclosed to or accessed by others 
outside the firm. Lawyers must also 
evaluate the risk that the information 
will be disclosed to or accessed by others 
inside the firm who will not adequately 
protect the information from improper 
disclosure or use…. Because GAI tools 
now available differ in their ability to 
ensure that information relating to the 
representation is protected from imper-
missible disclosure and access, this risk 
analysis will be fact-driven and depend 
on the client, the matter, the task, and 
the GAI tool used to perform it.”11

Model Rule 1.4 – Communication: “Of 
course, lawyers must disclose their GAI 
practices if asked by a client how they 
conducted their work, or whether GAI 
technologies were employed in doing so, 
or if the client expressly requires disclo-
sure under the terms of the engagement 
agreement or the client’s outside counsel 
guidelines. There are also situations 
where Model Rule 1.4 requires lawyers to 
discuss their use of GAI tools unprompted 
by the client. For example, as discussed in 
the previous section, clients would need 
to be informed in advance, and to give 
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informed consent, if the lawyer proposes 
to input information relating to the 
representation into the GAI tool. Lawyers 
must also consult clients when the use 
of a GAI tool is relevant to the basis or 
reasonableness of a lawyer’s fee.”12

Model Rules 3.1, 3.3, and 8.4(c) – 
Meritorious Claims and Candor: “In 
judicial proceedings, duties to the tribu-
nal likewise require lawyers, before sub-
mitting materials to a court, to review 
these outputs, including analysis and 
citations to authority, and to correct er-
rors, including misstatements of law and 
fact, a failure to include controlling legal 
authority, and misleading arguments.”

Model Rules 5.1 and 5.3 – Supervisory 
Responsibilities: “Managerial lawyers 
must establish clear policies regarding 
the law firm’s permissible use of GAI, 
and supervisory lawyers must make 
reasonable efforts to ensure that the 
firm’s lawyers and nonlawyers comply 
with their professional obligations when 
using GAI tools. Supervisory obligations 
also include ensuring that subordinate 
lawyers and nonlawyers are trained, 
including in the ethical and practical use 
of the GAI tools relevant to their work as 
well as on risks associated with relevant 
GAI use.”13 The opinion also considers 
lawyers’ obligations to vet third-party 
providers, as discussed in prior ABA 
opinions.

Model Rule 1.5 – Fees: “[B]efore charg-
ing the client for the use of the GAI tools 
or services, the lawyer must explain the 
basis for the charge, preferably in writ-
ing…. If a lawyer uses a GAI tool to draft 
a pleading and expends 15 minutes to 

input the relevant information into the 
GAI program, the lawyer may charge for 
the 15 minutes as well as for the time the 
lawyer expends to review the resulting 
draft for accuracy and completeness.” 

The lawyer should also consider 
whether a cost is overhead or an out-of-
pocket expense. “For example, when a 
lawyer uses a GAI tool embedded in or 
added to the lawyer’s word processing 
software to check grammar in docu-
ments the lawyer drafts, the cost of the 
tool should be considered to be over-
head. In contrast, when a lawyer uses a 
third-party provider’s GAI service to re-
view thousands of voluminous contracts 
for a particular client and the provider 
charges the lawyer for using the tool 
on a per-use basis, it would ordinarily 
be reasonable for the lawyer to bill the 
client as an expense for the actual out-
of-pocket expense incurred for using 
that tool.”14

Legal Malpractice – Current and 
Future Claims
There is limited formal guidance for at-
torneys to avoid the worst outcomes from 
use of AI. Currently that guidance comes 
from professional commentary, a few 
cases, a handful of ethics opinions, and 
some local court rules from jurisdictions 
that have dealt with the errors directly. 
Aside from the obvious mistakes in which 
a lawyer uses generative AI to submit 
briefs with fake quotations and citations, 
there are very few malpractice claims 
that involve the use of AI. When a collec-
tion of claims attorneys from 19 NABRICO 
insurance companies were asked how 

many and what types of claims have been 
experienced by those insurers, there 
was only one response, and the “fake 
citation” fact pattern was very similar. 
Nonetheless, the speed at which legal tech 
is moving and its unavoidable effects on 
the practice of law have many in the legal 
and insurance industry nervous. 

The legal elements of a legal malprac-
tice claim require a claimant to establish 
a duty owed by the lawyer to the client, a 
breach of that duty, and that the breach 
caused or was the proximate cause of 
damages to the client. While the discus-
sion thus far has centered on the risks, 
pitfalls, and ill-advised use of genera-
tive AI, it is worth noting that the title 
of the NABRICO  program, “No slowing 
down and no going back,” is appropriate. 
Because of client demand, efficiency, and 
inevitability, the duty of care owed by 
lawyers to clients is likely to require that 
lawyers use generative AI, rather than 
steering clear of it or burying their heads 
in the sand and avoiding it altogether. 

Conclusion
The future of AI in the legal industry is 
not a question of “if” but “how” it will 
reshape the profession. As legal tech 
tools like generative AI, data analytics, 
smart contracts, and cloud computing 
continue to evolve, they are becoming 
indispensable for improving efficiency, 
client service, and decision-making. 
Lawyers must adapt to this shift, re-
sponsibly integrating these technologies 
while maintaining ethical standards, to 
remain competitive in an increasingly 
digital and data-driven world. WL
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● Clients o[en expect the same speed and sophisঞcaঞon as large firms, but 
without the same budgets or staffing levels.

● Lawyers in small firms and solo pracঞces o[en spend a disproporঞonate share 
of their day on lower-leverage, repeঞঞve contract review.

● Efficiency gains are not incremental—they are existenঞal in the future of law. 
The ability to deliver faster and cheaper while maintaining quality will define 
growth and relevance for future legal professionals. 

The Reality for Small & Solo Law Firm 

AI-Powered Contract Review

What advantages does AI provide 
Small Firms & Solo Practitioners 
What advantages does AI provide 
Small Firms & Solo Practitioners 

● 1. Speed 
○ Tradiঞonal contract review is slow: manual clause-by-clause comparisons across 

templates, prior deals, and statutes.  Associates o[en spend days on tasks that delay 
client delivery.

○ AI reduces review to minutes, eliminaঞng bo�lenecks in high-volume work.
● 2. Accuracy
○ AI acts as a first-pass reviewer—spoমng risks, suggesঞng edits, and benchmarking 

against standards.  Lawyers are freed to focus on strategy, client counseling, and 
higher-value work.

● 3. Control
○ AI accelerates throughput but does not replace judgment.
○ Final decisions, accountability, and malpracঞce risk remain firmly with the a�orney.

AI-Powered Contract Review

7

8



5

Contract copilots bring 
dra[ing and review directly 
into the lawyer’s workspace, 
applying playbooks, 
generaঞng redlines, and 
benchmarking terms against 
prevailing standards.

Capabilities Powering 
Next-Gen Legal Workflows

AI Agents

AI research assistants now 
provide direct answers to 
legal quesঞons, grounded 
in linked authority, 
reducing the need for ঞme-
consuming searches across 
mulঞple sources.

Agents extend these 
capabiliঞes further by 
autonomously achieve 
complex goals in dynamic 
environments with minimal 
supervision by adapঞng, 
problem-solving, and 
execuঞng mulঞ-step tasks 
independently.

AI-Powered Contract Review

Contract CopilotsResearch Copilots

● AI in Law Today 
○ Firms and courts now rely on AI for dra[ing, review, and research dramaঞcally 

acceleraঞng speed of operaঞons. 
○ Adopters report faster turnaround and improved consistency across ma�ers.

● Good Prompঞng = Good Lawyering 
○ Structured instrucঞons yield concise briefs and accurate memos, while vague prompts 

risk unreliable outputs.
○ Lawyers should treat prompt engineering and AI as a necessary professional capability.

● Legal Wriঞng Parallel 
○  Just as IRAC structures arguments for professors and judges, prompt engineering 

structures arguments for AI.
○ The discipline mirrors tradiঞonal advocacy frameworks students already know.

AI in the Legal Industry

AI-Powered Contract Review
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The most comprehensive AI copilot 
for transactional lawyers

Review Dra[ Ask Benchmarks Associate

Redline contracts and 
catch risks.

Dra[ from scratch or 
saved libraries.

Quick answers to 
complex quesঞons.

Compare contracts to 
industry standards.

Mulঞ-step document 
workflows.

Review

AI accelerates 
contract review,     
but the lawyer 
remains in charge.
Efficiency changes, but your 
professional duঞes do not.

Section 2 - Risks and 
Responsibilities
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● Competence (Rule 1.1): Lawyers must understand the risks and benefits of 
technology.  

○ ABA Formal Opinion 512 (2024): Verify all AI outputs before use.

● Confidenঞality (Rule 1.6): Client data must be protected; avoid unsecured systems. 

○ Texas Opinion 705 (2024): Uploading sensi ve data to public AI tools risks privilege.

● Candor (Rule 3.3): Never submit fabricated citaঞons or unverified AI output. 

○ NYC Bar Guidance (2025): Disclosure and client consent may be required.

● Supervision (Rule 5.3): AI is like a non lawyer assistant — it must be supervised.

● Reasonable Fees (Rule 1.5): AI-accelerated work cannot be billed as if it were manual.

○ Florida Bar Opinion 24-1 (2024): Billing must reflect AI me savings.

Duties & Obligations

AI-Powered Contract Review

Risks and Challenges
Ethical and Regulatory Concerns

● A�orney-Client Privilege & Data Privacy: 
Integraঞng cloud-based AI systems may 
raise quesঞons about confidenঞality and 
risk of data breaches.

● Bias in Training Data: If the data used to 
train AI agents contain historical biases 
(e.g., selecঞve enforcement pa�erns), the 
system’s outputs may perpetuate 
discriminaঞon.

Liability and Accountability

● Professional Responsibility: Lawyers 
must ensure they do not blindly rely on AI 
suggesঞons. Ulঞmately, ethical and legal 
accountability rests with the a�orney.

● Unauthorized Pracঞce of Law (UPL): AI 
that generate legal content or advice 
without supervision may cross into UPL.

● Missouri Revised Statutes § 484.020 — 
Prohibits anyone from engaging in the 
pracঞce of law or doing law business 
unless duly licensed.

AI-Powered Contract Review
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● Ground outputs in trusted sources —ঞe 
every suggesঞon to verifiable authority.

● Require mandatory lawyer verificaঞon — 
no AI generated content enters client 
work without human sign-off.

● Use professional-grade legal tools with 
safeguards — avoid generic public 
systems where data retenঞon, privilege, 
and hallucinaঞon risks are higher.

● Adopt stop-ship triggers — block AI 
generated citaঞon or clause which  
cannot be grounded in an authoritaঞve 
source from client deliverables.

● LLMs can generate text that looks 
authoritaঞve but is factually false.

● Mata v. Avianca, lawyers were sancঞoned 
a[er submiমng briefs with fabricated 
citaঞons produced by ChatGPT — a 
landmark example of how hallucinaঞons 
create malpracঞce exposure.

● Hallucinaঞons can misstate contractual 
obligaঞons, insert non-existent clauses, or 
invent precedent, creaঞng downstream 
liability if unchecked.

Hallucinations
Risk Miঞgaঞons

AI-Powered Contract Review

What the firm enforces (internal policy thresholds — not mandated by ABA/state)

● Recall (must-flag risks): target ≥95–98%
● Precision (noise control): target 80–90%
● Citaঞon coverage: 100% source traceability for any factual/authority claim
● Zero fabricated citaঞons: strict-liability stop-ship

Why these thresholds are defensible

● TAR/eDiscovery validaঞon: industry uses recall/precision with staঞsঞcal sampling to 
validate effecঞveness; no single mandated metric.

● Risk frameworks: NIST AI RMF directs organizaঞons to measure/test AI and manage 
risk with documented metrics; ISO/IEC 23894 instructs integraঞng quanঞtaঞve risk 
controls into governance. 

Governance: Duties vs. Policy Thresholds

AI-Powered Contract Review
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Section 3 - Best 
Practices

Best Practices for Safe AI Contract 
Review Adoption

1. Pilot on Your Own Contracts – Test NDAs, MSAs, and templates before scaling; 
benchmark AI against your playbooks with measurable KPIs.

2. Acঞon Constraints & Human Approval – Require lawyer sign-off at defined gates; 
prohibit delegaঞon of legal advice, negoঞaঞons, cerঞficaঞons, or final approvals.

3. Transparency & Auditability – Retain logs of prompts, model versions, citaঞons, redline 
diffs, and human edits for at least one year; make reasoning traceable for accountability.

4. Validaঞon Protocols – Use TAR-style sampling and holdout contract sets.

5. Control & Oversight – Maintain the ability to reject, revise, or roll back AI outputs with 
full version history showing a�orney edits as final authority.

AI-Powered Contract Review
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Evaluating AI Contract Review Vendors
Reliability Compliance & Security Integraঞon & Usability

● Accuracy rates in clause 
detecঞon & redlining.
● Benchmark performance 
against standards.
● Transparent metrics
● Demonstrated success 
across mulঞple contract 
types.

● Zero data retenঞon and 
SOC 2 Type II 
cerঞficaঞon.

● Adherence to privacy laws 
(GDPR, CCPA).

● Maintains a�orney–client 
privilege in workflows.

● Clear audit trails to ensure 
accountability.

● Direct integraঞon.
● Customizable Libraries.
● Easy ingesঞon from 

document storage.
● Strong training, 

onboarding, and support 
resources.

AI-Powered Contract Review

AI-Powered Contract Review

Future Outlook for AI-Powered Contracts

AI will advance from 
basic “copilot” funcঞons 
to fully autonomous 
“colleagues,” handling 
complex legal tasks and 
collaboraঞng seamlessly 
with human a�orneys.

Despite concerns about 
limited training data, AI 
progress will conঞnue 
through smarter 
compute-ঞme 
approaches and improved 
data retrieval methods.

AI systems will adapt to 
each firm’s specific 
preferences and risk 
profiles, creaঞng 
customized dra[ing and 
negoঞaঞon strategies.

Bar associaঞons are 
clarifying rules: ABA 
Formal Opinion (2024) 
urged ongoing 
supervision; NYC Bar 
(2025) stressed 
disclosure, client consent, 
and staying informed on 
developments.

From Copilot to 
Colleague No Data Plateau

Personalizaঞon 
Increases

Regulatory & 
Governance Outlook
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Future: AI-Enabled Law Firm
● Knowledge Retenঞon & Precedent Capture – AI Playbooks and Libraries turn sca�ered individual 

dra[ing habits into insঞtuঞonal knowledge, preserving clause language and negoঞaঞon posiঞons.
● Consistency Across Ma�ers – Contract standards, fallback posiঞons, and risk tolerances are applied 

uniformly, reducing exposure to malpracঞce and creaঞng a consistent client experiences.
● Client Value Proposiঞon – Faster and more accurate review becomes a differenঞator: firms can pitch 

AI-enabled review as a compeঞঞve advantage in RFPs and client pitches.
● Talent Development & Retenঞon – AI exposes junior lawyers to high-quality clauses and negoঞaঞon 

strategies earlier in their careers, shortening the training curve and boosঞng associate saঞsfacঞon.
● Scalable Workflows & Profitability – Firms can handle higher volumes of contract work, such as 

M&A due diligence or vendor agreement por�olios, without proporঞonal staffing increases — driving 
profitability under both billable and flat-fee models.

AI-driven legal workflows enhance producঞvity, but human experঞse remains crucial for oversight, 
strategic decision-making, and maintaining ethical integrity.

AI-Powered Contract Review

Section 4 - AI 
Leverage: How Small 
Firms Achieve Big-

Firm Power
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Tip#1 Standardize Knowledge Capture 
and Delivery
● Build clause libraries, playbooks, and dra[ing standards directly into the AI system, ensuring every 

lawyer leverages accumulated firm knowledge rather than starঞng from scratch.
● Each reviewed contract becomes an input to a living insঞtuঞonal dataset—transforming partner 

intuiঞon and prior deals into scalable, repeatable knowledge assets.
● Over ঞme, firms evolve from ad-hoc, individual-driven dra[ing to insঞtuঞonalized, firmwide quality 

control, where precedent, best pracঞce, and client preferences are automaঞcally embedded into 
each review.

● This standardizaঞon not only increases speed but also reduces variance in quality, a criঞcal 
differenঞator for small firms compeঞng with larger pracঞces.

AI-Powered Contract Review

Tip#2 Redesign Workflows Around 
Human & AI Differentiation 
● Reframe AI from “opঞonal experiment” to a core step in every ma�er workflow, funcঞoning as the 
first-pass dra[er and reviewer.

● Task Differenঞaঞon 
○ AI accelerates analysis, benchmarking, and redlining.
○ Lawyers validate, contextualize, and provide judgment—ensuring ethical compliance and 

client trust.
● Properly structured workflows shi[ junior lawyers from repeঞঞve clause-checking to higher-value 

acঞviঞes like negoঞaঞon prep, client counseling, and strategic guidance, enhancing both client 
saঞsfacঞon and talent development.

AI-Powered Contract Review

23

24



13

Tip#3 Expand Service Scope Without 
Expanding Headcount
● AI allows small firms to offer services that were previously resource-prohibiঞve, such as data 

privacy compliance reviews, startup legal packages, or cross-border commercial agreements.
● By leveraging AI’s ability to surface statutes, benchmark clauses, and generate compliant language, 

SMB and solo pracঞces can confidently move into adjacent pracঞce areas without hiring subject-
ma�er specialists.

● This creates new revenue streams while maintaining cost discipline, allowing firms to grow breadth 
without adding fixed overhead.

● Over ঞme, firms can reposiঞon themselves from “niche players” into mulঞ-service providers, 
meeঞng a wider spectrum of client needs with the same core team.

AI-Powered Contract Review

Tip#4  Elevate Client Experience

● Clients increasingly value not just the end result but the transparency and responsiveness of the 
process. AI enables firms to deliver instant risk summaries, visual redlines, and plain-language 
explanaঞons alongside legal documents.

● These AI-enhanced deliverables help clients understand trade-offs faster, making them feel more 
engaged and empowered in decision-making.

● The result is a “high-touch, high-tech” client experience: faster answers, clearer communicaঞon, 
and stronger trust in the lawyer’s judgment.

● This differenঞated client service is a marketable brand advantage—posiঞoning SMB firms as 
innovaঞve, modern, and client-first compared to slower, more opaque compeঞtors.

AI-Powered Contract Review
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Section 5 - Technical 
Workflow & 
Operations

Core Features of AI Contract Review
Contract Copilot

Together, these features 
replicate the effect of a 
managing partner in your 
pocket — enforcing 
standards, acceleraঞng 
review, and giving 
lawyers leverage 
impossible under manual 
workflows.

Key features
1. Redlining: flags deviaঞons, surfaces risks, & proposes edits.

a. Delivers the largest ঞme savings by acceleraঞng review of 
third-party paper.

2. Playbooks: encode firm or client-preferred posiঞons for 
automaঞc enforcement.
a. Ensures consistency; juniors align with partner standards.

3. Ask/Explain: query any clause in plain English and receive 
clear, contextual answers.
a. Speeds review and supports real-ঞme client quesঞons.

4. Dra[ing: generates new clauses or full secঞons from scratch 
or libraries.
a. Producঞvity boost (first dra[s,  repeঞঞve boilerplate, 

etc.)
5. Benchmarking: compares terms against market norms and 

industry standards.
a. Concrete leverage in negoঞaঞons and clearer guidance.

AI-Powered Contract Review
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Key Metrics for Contract Review Tools
● Recall (coverage): % of must-flag clauses correctly idenঞfied. 
● Precision (noise control): % of AI flags that are correct. High precision reduces reviewer faঞgue.
● Redline Acceptance Rate (usability): % of AI-suggested edits that lawyers keep. 
Source Provenance for These Metrics
● E-Discovery TAR Pracঞce: Sedona Conference and Da Silva Moore v. Publicis Groupe established 

recall/precision as the accepted yardsঞcks for machine-assisted legal review.
○ O[en targeঞng recall in the 90–95%+ range to saঞsfy courts.

● LegalBench (Stanford HAI, 2023): Contract clause classificaঞon tasks use recall and precision as 
standard evaluaঞon metrics, confirming their applicability to contract AI.

● Enterprise Pilot Audits (2023–2025): Large firms and corporate legal departments set internal 
gates (recall ≥95%, precision ≥85%) before deploying contract AI in producঞon, adapted from TAR 
and financial model-validaঞon pracঞces.

Clause-Level Performance Benchmarks

AI-Powered Contract Review

1. Intake & Scoping — classify ma�er risk, data handling, select playbook.
a. Record scope decision in file for defensibility and malpracঞce protecঞon.

2. Grounding & Benchmark Setup —load templates, prior deals, industry standards.
a. Document which benchmarks are toggled on/off and raঞonale for selecঞon.

3. First-Pass Review (AI) — run redline and benchmarking passes with explanaঞons.
a. Preserve outputs with clause-level highlights and source links in the ma�er log.

4. Human Review & Controls — a�orney validates edits, applies approval gates.
a. Acঞvate stop-ship triggers if recall/precision fall below policy thresholds.

5. Versioning & Audit — log AI prompts, model/version, document hashes, rollbacks.
a. Require a�orney sign-off to finalize and preserve accountability chain.

6. Client Communicaঞon & Billing — provide disclosure if needed, adjust billing.
a. Deliver handoff pack showing AI vs. a�orney-reviewed work for transparency.

7. Post-Ma�er Learning — update playbooks with accepted/rejected clause language.
a. Feed results into KPI dashboards and schedule quarterly governance review.

Operational Workflow: Enforceable & 
Auditable

AI-Powered Contract Review
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From Copilots to Agents
● Copilots = accelerate first-pass review under lawyer supervision
● Agents = execute mulঞ-step workflows with memory, branching, and context retenঞon

Pracঞcal Use Cases
● Coordinate edits across mulঞ-document deal packets (NDA + MSA + SOW)
● Simulate counterparty negoঞaঞon posiঞons for playbook tesঞng
● Track issues across M&A diligence sets and flag conflicts
● Auto-generate partner/client risk summaries from redlines

Governance Implicaঞons
● Escalaঞon rules: define which tasks require mandatory a�orney sign-off
● Expanded logging: capture every autonomous step for audit trails
● Supervision duty remains with the lawyer under Rule 5.3

Bridging to Advanced: AI Agents in 
Transactional Practice

AI-Powered Contract Review
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