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Admissibility of AI
The proliferation of artificial intelligence (AI) 
presents opportunities and challenges for litiga-
tion lawyers that extend into the courtroom. At its 
core, evidence law is framed by considerations of 
reliability.1 Because AI is a function of human se-
lection of algorithms, the existence of deep fakes 
and bias and the viability of AI evidence are sub-
ject to challenge through expert testimony that 
addresses AI evidence reliability and authenticity, 
including bias, lack of testing for validity and reli-
ability or consistency of output, function creep, 
and lack of explainability and transparency.2 

Like many forms of electronically stored 
information (ESI), AI also is subject to potential 
alteration from human input, raising additional 
questions of reliability and admissibility that trial 
lawyers should not ignore.3 Moreover, admis-
sibility decisions can be complex and especially 
difficult for judges, lawyers, and ultimately juries 
because there are no existing industry standards 
or specifications for expert opinions on algorithms 
and AI processes.4

The rules of evidence5 present multiple hurdles 
that must be cleared by the proponent of the 
evidence. Whenever ESI is offered as evidence, the 
following questions must be considered6: 

1) Is the ESI relevant (does it have any tendency 
to make some fact that is of consequence to the 
litigation more or less probable than it otherwise 
would be)? 

2) If relevant, is the ESI authentic (can the propo-
nent show that the ESI is what it purports to be)? 

3) If the ESI is offered for its substantive truth, 
is it hearsay and if so, is it covered by an applicable 
exception (Rules 803, 804, and 807)? 

4) Is the form of the ESI that is being offered as 
evidence an original or duplicate under the original 
writing rule, or if not, is there secondary evidence 
to prove the content of the ESI? 

5) Is the probative value of the ESI substantially 
outweighed by the danger of unfair prejudice or 
one of the other factors identified by Rule 403, such 
that it should be excluded despite its relevance?

There are some “big picture” evidentiary 
concepts to keep in mind when considering the 
admissibility of AI evidence. First, if a founda-
tion cannot be established to show that the 
AI-powered technology produces accurate results, 
the evidence is unreliable and therefore has no 
relevance.7 By definition, unreliable evidence does 
not tend to prove or disprove facts that are of 
consequence to resolving a case or issue. However, 
determining the reliability of AI evidence depends 
on understanding how the applicable algorithm 
works.8 AI creators may have difficulty explaining 
how the algorithm was programmed or how it pro-
duces accurate results.9 Some of the main issues to 
anticipate in approaching admissibility questions 
concerning AI are summarized below. 

Rule 104(a) and Conditional Admissibility 
The relationship between Rule 104(a) and 104(b) 
can complicate the process by which ESI is admitted 
into evidence. Rule 104(a) states that “preliminary 
questions concerning the qualification of a person 
to be a witness, the existence of a privilege, or the 
admissibility of evidence shall be determined by 
the court.” Under Rule 104(b) the jury makes the 
factual findings determinative of admissibility. If 
the ruling on whether a document is an admission 
by a party opponent or a business record turns on 
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contested facts, the admissibility of those 
facts would be determined by the judge 
under Rule 104(a). The admissibility of 
the document is for the jury to decide. 
Notably, proportionality is a mixed 
question of law and fact that often raises 
evidentiary issues regarding burden and 
benefit that are more suitable for the 
court to decide.10

Relevance 
After conditional admissibility is sorted 
out, the starting place for any substan-
tive evidentiary analysis is Rule 401, 
which defines evidence as relevant if 
it has “any tendency to make a fact 
more or less probable than it would be 
without the evidence” and “the fact is 
of consequence in determining the ac-
tion.”11 Relevant evidence is inadmissible 
if its probative value is substantially 
outweighed by the danger of unfair 
prejudice, confusing the issues, mislead-
ing the fact finder, or wasting time or if 

the evidence is needlessly cumulative. In 
some situations, evidence regarding the 
use of AI may be prejudicial in the over-
all context of the case because it might 
mislead the jury on issues concerning 
the reliability and trustworthiness of 
such evidence. The question here is often 
weight, not admissibility. 

Authentication
To authenticate AI technology, a pro-
ponent must show that the technology 
produces accurate, reliable results. The 
evidence can be established as authentic 
when it does what its proponents say it 
does. This means the following: 

• The accuracy of technical evidence 
has been verified by testing. 

• The methodology used to develop 
it has been published and is subject to 
review by others in the same field of sci-
ence or technology.

• The error rate associated with its use 
is not unacceptably high. 

• The standard testing methods and 
protocols have been followed. 

• The methodology used is gener-
ally accepted within the field of similar 
scientists or technologists. 

Because the judge must act as the 
gatekeeper who determines whether the 
evidence can be considered by the jury, a 
party relying on AI evidence should pro-
vide sufficient evidence to authenticate 
the AI and prove its reliability. 

Self-Authenticating AI
Rule 902(13) permits the self-authenti-
cation of certified records generated by 
an electronic system or process shown 
to produce an accurate result. Instead 
of calling one or more witnesses to 
establish the accuracy of the results of 
the AI technology, the party planning to 
introduce the AI evidence can prepare a 
certificate that meets the requirements 
of Rule 902(11). The certificate must 
be signed by witnesses with personal 
knowledge or technical expertise who 
would be called if the proponent of the 
AI evidence planned to authenticate it 
with witnesses. 

In addition, Rule 901(b) provides 10 
nonexclusive examples of how authenti-
cation of nontestimonial evidence can 
be accomplished. Rule 901(b)(1) permits 
the authentication of evidence through 
“[t]estimony that an item is what it is 
claimed to be.”

 If this rule is used, then the witness 
must either meet the conditions of Rule 
602 (requiring that witnesses have 
personal knowledge of the matters they 
testify about) or meet the qualification 
requirements of Rule 702 (that the wit-
ness has sufficient expertise to testify to 
a matter requiring scientific, technical, 
or specialized knowledge, experience, 
or training, in which case the witness 
may testify in the form of an opinion or 
otherwise). 

AI and “Systems Integrity”
Rule 901(b)(9) is the second method 
of authentication for AI evidence. It 
permits authentication by producing 
evidence “describing a process or system 
and showing that it produces an accu-
rate result.” In this regard, authenticat-
ing AI evidence using Rule 901(b)(9) will 
usually, if not always, be done the same 
way described above for Rule 901(b)(1) – 
by one or more witnesses with personal 
knowledge of the authenticating facts 
or one or more witnesses meeting the 
qualifications of Rule 702.

Authentication Through Expert 
Testimony 
Expert testimony can be used to authenti-
cate AI. Under Rule 901(b)(1) or 901(b)(9),  
an expert on authentication must either 
1) have personal knowledge of the 
authenticating facts, or 2) qualify as an 
expert who is permitted to incorporate 
into their testimony information from 
sufficiently reliable sources beyond their 
own personal knowledge.12 

AI technology is a technical scientific 
issue, so expert testimony in support of 
specific AI admissibility can be chal-
lenged subject to the Daubert standards. 
In the seminal article Artificial 
Intelligence as Evidence, Judge Paul 
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Grimm offered the following potential 
inquiry to test the reliability and validity 
of AI evidence under Daubert and to 
meet the authentication requirements:

• What problem was the AI created to 
solve?

• How was the AI developed, and by 
whom? Who wrote the code?

• Was the validity and reliability of the 
AI sufficiently tested?

• Is how the AI operates “explainable” 
so that it can be understood by counsel, 
the court, and the jury?

• What is the risk of harm if AI evi-
dence of uncertain trustworthiness is 
admitted?13

 One of the more formidable issues with 
AI is the cost of presenting or challenging 
the evidence because of the requirement 
of expert testimony to authenticate the 
evidence. There is a danger that the intro-
duction of and opposition to AI evidence 
will devolve into an expensive diversion 
with dueling experts.14 

Hearsay 
The first question in analyzing hearsay 
in the AI context is whether an AI entity 
can be considered a declarant. Recent 
legal, academic, and scientific scholarly 
works have suggested that AI technol-
ogy will continue to develop and eventu-
ally result in person-like AI entities.15 But 
because the hearsay rule and its excep-
tions were designed with human declar-
ants in mind, one can imagine that an 
AI entity’s statement, even if made by 
an AI entity that is fully autonomous 
and essentially indistinguishable from 
a human, might not neatly fit under any 
hearsay exceptions.16 

For instance, can an AI entity have a 
state of mind or a present-sense impres-
sion?17 Will an AI entity understand the 
potential consequences when it makes 
a statement against its own interest?18 
Perhaps the most advanced sentient 
versions of future AI entities, if they 
ever exist, will possess these qualities, 
but it is far less clear that the more 
probable future AI entities will.19 Though 
many of the hearsay exceptions seem 

to presuppose the existence of certain 
qualities such as a state of mind or a 
self-interest, the rules do not explicitly 
impose such a requirement or explicitly 
state that only a human is capable of 
having those qualities.

Expert Testimony to Support or 
Dispute Admissibility 
A party can authenticate, establish 
relevance, and enhance the reliability of 
AI by demonstrating the accuracy of its 
results through the proper use of expert 
testimony. As a starting point, Rule 702 
requires that expert testimony be based 
on sufficient facts and reliable method-
ology and reliably applied to the facts of 
the case. Under Rule 702, the trial court 
serves as a “gatekeeper” to prevent 
unreliable and irrelevant scientific testi-
mony from entering the courtroom. 

Trial courts must use four nonexclusive 
factors to determine the reliability of ex-
pert testimony: 1) whether the “scientific 
knowledge ... can be (and has been) tested”; 

2) whether “the theory or technique has 
been subjected to peer review and publica-
tion”; 3) “the known or potential rate of 
error”; and 4) “general acceptance.”20 These 
guidelines help the trial court ensure that 
scientific testimony or evidence, including 
AI, is relevant and reliable. 

In his article, Frank Griffin noted how 
the Daubert factors entwine with AI evi-
dence. He stated, “Importantly, AI manu-
facturers will have decisive advantages in 
all four of [the Daubert factors]. First, the 
AI companies will likely be the ones doing 
the scientific testing, which may bias 
research outcomes. Second, peer review 
and publication will likely be performed 
by AI scientists working for companies, 
again introducing bias. Third, any known 
or potential error rate will likely be dis-
covered by AI companies, which may limit 
disclosure. Fourth, general acceptance 
will be up to AI scientists working for AI 
companies, which may limit the field of 
witnesses available to testify in support 
or objection to its admissibility.”21 
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Conclusion
AI is dynamic technology that raises unique 
questions regarding the preservation, pro-
duction, and admissibility of ESI. Discovery 
issues involving AI typically center around 
proportionality, which requires the trial 
court to balance the potential relevance of 
the information against several other fac-
tors, including cost. The biggest challenges 
in admitting AI, like other ESI, are authen-
tication and, in some cases, reliability – is-
sues that often are addressed by experts. 

Lawyers who understand AI and target 
specific data for appropriate reasons 
will be in the best position to discover 
important information by using specific 
discovery requests, bound by subject mat-
ter and temporal scope, that seek material 
information that is not prejudicial, cumula-
tive, or confusing. Lawyers who navigate 
through discovery with a view toward 
admissibility will be in the best position to 
authenticate and establish the reliability 
and relevance of proffered evidence by 
laying the appropriate foundation. Parties 
opposing the discovery and admission of AI 
data should be aware of the inherent bias 
and related pressure points that call its 
reliability into question. 

The possibilities are enticing for creative 
litigation attorneys who seek to harness 
the power of this dynamic, developing tech-
nology and to contribute to new develop-
ments in this emerging area of the law. WL
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