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I. The New, Shiny Tech Tool: Generative Artificial Intelligence (“GenAI” or “GAI”) 
 

A. GenAI is a type of artificial intelligence that can generate new content based upon 
patterns and probability algorithms in data upon which it has been trained. These 
models can understand ordinary language questions (prompts) and interact with 
the user in a conversational format. 
 

B. GenAI has quickly become integrated into law practice technology. GenAI 
became widely known to the public only in November 2022 when ChatGPT was 
announced. 
 

C. For more detailed explanations and discussions about what GenAI is as well as a 
description about other kinds of AI see Appendix C at the end of these materials. 
 

D. Cautionary Tales of Improper Use of Generative AI in Law Practice 
1. There have been many newsworthy instances of attorneys using public 

GenAI models like Chat GPT but failing to check the output generated. 
These kinds of GenAI models have a potential to “hallucinate” or make up 
information to provide the information being requested. Similar cases 
continue to show up in the news about lawyers not verifying accuracy of 
GenAI output. 

a) Arguably, these cases are not a GenAI issue but a lawyer issue and 
a failure to meet the duty of candor to a tribunal by not verifying 
the existence, truth and accuracy of the information being 
submitted to the court. 

b) Nonetheless, these cases continue to happen and will likely lead to 
more court rules and orders, and ethics opinions regarding use of 
GenAI. 

E. GenAI Strengths 
 

1. Legal Research within Legal Research vendor products (Westlaw, 
LexisNexis and vLexFastcase) 

a) Trust but verify – still need to VERIFY output and cases in valid 
legal databases. 

2. Initial drafts of legal documents 
a) Drafts that need review and customization by lawyers 

3. Review, summary, and analysis of documents or sets of documents 
4. Drafting general client communications and updates 
5. Creating education content and marketing 
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a) Newsletters, blog posts and client educational materials providing 
general guidance and information about legal matters.  

6. Automating routine tasks 
a) Scheduling, billing, workflows 

7. Case analysis 
a) Identify potential legal issues that can assist lawyers in developing 

legal strategies for the client’s case. 
 

F. Court Rules and Ethics Guidance 
 

1. As a result of these newsworthy cases courts around the country have 
begun to issue court orders regarding the use of GenAI in submittals to the 
court. 

a) See examples of court orders across the nation-
https://www.ropesgray.com/en/sites/artificial-intelligence-court-
order-tracker 

b) Most of these court orders are implementing rules requiring 
disclosure of whether GenAI was used in creating the court filing, 
if so, to what extent, and certification that the lawyer 
independently verified all sources. 

c) Many argue that these court orders and rules are redundant as the 
duty of candor to a tribunal already requires the lawyer to check 
the veracity, truth, and accuracy of anything submitted to the court. 

d) Attorneys must be aware of the existence of these kinds of court 
orders and be ready to comply with any such orders by their local 
courts. 

 
2. Ethical Guidance 

a) The importance of adhering to ethical rules when using GenAI has 
now been addressed by various bar association ethical opinions or 
guidance. 

b) Most recently, the American Bar Association’s Standing 
Committee on Ethics and Professional Responsibility issued 
Formal Opinion 512 on the use of GenAI. ABA Standing Comm. 
on Ethics & Pro. Resp., Formal Op. 512, Generative Artificial 
Intelligence Tools (July 29, 2024), 
https://www.americanbar.org/content/dam/aba/administrative/profe
ssional_responsibility/ethics-opinions/aba-formal-opinion-512.pdf 

(1) The following are specific provisions of SCR Chapter 20 
that must be considered when determining whether GenAI 

https://www.ropesgray.com/en/sites/artificial-intelligence-court-order-tracker
https://www.ropesgray.com/en/sites/artificial-intelligence-court-order-tracker
https://www.americanbar.org/content/dam/aba/administrative/professional_responsibility/ethics-opinions/aba-formal-opinion-512.pdf
https://www.americanbar.org/content/dam/aba/administrative/professional_responsibility/ethics-opinions/aba-formal-opinion-512.pdf
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should be integrated into a law practice. The common 
themes across the opinions from bar associations are: 

(a) lawyers must understand GenAI and stay educated 
about the benefits, risks, and limitations (SCR 
20:1.1 Competence); 

(b) take reasonable steps to prevent unauthorized 
disclosure and informed consent prior to input of 
any client confidential information (SCR 20:1.6 
Confidentiality); 

(c) supervise GenAI use by attorneys, staff and third-
party vendors (SCR 20:5.1 and 5.3 Supervision of 
Subordinates); 

(d) verify GenAI outputs before submitting to courts 
and disclose where required (SCR 3.1, 3.3, and 
8.4(c) Meritorious Claims and Candor to the Court);  

(e) communicate the use of GenAI to clients when 
necessary or asked (SCR 20:1.4 Communication 
with Clients);  

(f) inform clients about GenAI-related billing and duty 
to charge reasonable fees (SCR 20:1.5 Fees);  

(g) and be aware of the potential unauthorized practice 
of law issues (SCR 20:5.5).  

c) Additional ethical guidance from state bar associations 
(1) See for example N.J. Cts., Supreme Ct. of N.J., Preliminary 

Guidelines on New Jersey Lawyers’ Use of Artificial 
Intelligence, 
https://www.njcourts.gov/sites/default/files/notices/2024/01
/n240125a.pdf; Pa. Bar Ass’n Comm. on Legal Ethics & 
Pro. Resp. & Philadelphia Bar Ass’n Pro. Guidance Comm. 
Joint Formal Op. 2024-200, Ethical Issues Regarding the 
Use of Artificial Intelli-gence, 
https://www.pabar.org/Members/catalogs/Ethics 
Opinions/Formal/Joint Formal Opinion 2024-200.pdf; State 
Bar of Mich., Ethics JI -155, 
https://www.michbar.org/opinions/ethics/numbered_opinio
ns/JI-155; Fla. Bar Ethics Op. 24-1, 
https://www.lawnext.com/wp-content/uploads/2024/01/FL-
Bar-Ethics-Op-24-1.pdf; State Bar of Cal. Standing Comm. 
on Pro. Resp. & Conduct, Practical Guidance for the Use of 
Generative Artificial Intelligence in the Practice of Law, 

https://www.njcourts.gov/sites/default/files/notices/2024/01/n240125a.pdf
https://www.njcourts.gov/sites/default/files/notices/2024/01/n240125a.pdf
https://www.pabar.org/Members/catalogs/Ethics%20Opinions/Formal/Joint%20Formal%20Opinion%202024-200.pdf
https://www.pabar.org/Members/catalogs/Ethics%20Opinions/Formal/Joint%20Formal%20Opinion%202024-200.pdf
https://www.michbar.org/opinions/ethics/numbered_opinions/JI-155
https://www.michbar.org/opinions/ethics/numbered_opinions/JI-155
https://www.lawnext.com/wp-content/uploads/2024/01/FL-Bar-Ethics-Op-24-1.pdf
https://www.lawnext.com/wp-content/uploads/2024/01/FL-Bar-Ethics-Op-24-1.pdf
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https://www.calbar.ca.gov/Portals/0/documents/ethics/Gene
rative-AI-Practical-Guidance.pdf. Minn. State Bar Ass’n, 
Working Grp. on AI, Implications of Large Language 
Models (LLMs) on the Unauthorized Practice of Law 
(UPL) and Access to Justice, 
https://www.mnbar.org/docs/default-source/default-
document-library/msba-ai-working-group-final-report-and-
recommendations.pdf; State Bar of Tex., Taskforce for 
Responsible AI in the Law, Interim Report to the State Bar 
of Texas Board of Directors, 
https://www.texasbar.com/AM/Template.cfm?Section=Me
eting_Agendas_and_Minutes&Template=/CM/ContentDis
play.cfm&ContentID=62597; N.Y. State Bar Ass’n Task 
Force on Artificial Intelligence, Report and 
Recommendations to NYSBA House of Delegates, 
https://nysba.org/app/uploads/2022/03/2024-April-Report-
and-Recommendations-of-the-Task-Force-on-Artificial-
Intelligence.pdf. 

d) Bar associations generally are taking the approach that the current 
ethical rules are sufficient in addressing the potential risks 
involved with the use of GenAI. So, given what has been learned 
in 2023 and 2024 and the current guidance regarding GenAI, what 
practical steps should lawyers take when implementing GenAI into 
the law practice? 

e) See also Frequently Asked Questions and Suggested Best Practices 
– Carolyn Elefant  

 
II. Application of “Reasonable Efforts” Analysis with GenAI 

A. SCR 20:1.6: Confidentiality - Must make reasonable efforts to prevent disclosure 
of client information to 3rd parties without client’s consent. 

 
1. Wisconsin Formal Ethics Opinion EF-15-01 provides guidance on 

“reasonable efforts” regarding technology: 
a) “To be reasonable, those efforts must be commensurate with the 

risks presented. Because technologies differ and change rapidly, 
the risks associated with those technologies will vary. Moreover, 
because the circumstances of each law practice vary considerably, 
the risks associated with those law practices will also vary. 
Consequently, what may be reasonable efforts commensurate with 
the risks for one practice may not be for another. And even within 

https://www.calbar.ca.gov/Portals/0/documents/ethics/Generative-AI-Practical-Guidance.pdf.
https://www.calbar.ca.gov/Portals/0/documents/ethics/Generative-AI-Practical-Guidance.pdf.
https://www.mnbar.org/docs/default-source/default-document-library/msba-ai-working-group-final-report-and-recommendations.pdf
https://www.mnbar.org/docs/default-source/default-document-library/msba-ai-working-group-final-report-and-recommendations.pdf
https://www.mnbar.org/docs/default-source/default-document-library/msba-ai-working-group-final-report-and-recommendations.pdf
https://www.texasbar.com/AM/Template.cfm?Section=Meeting_Agendas_and_Minutes&Template=/CM/ContentDisplay.cfm&ContentID=62597
https://www.texasbar.com/AM/Template.cfm?Section=Meeting_Agendas_and_Minutes&Template=/CM/ContentDisplay.cfm&ContentID=62597
https://www.texasbar.com/AM/Template.cfm?Section=Meeting_Agendas_and_Minutes&Template=/CM/ContentDisplay.cfm&ContentID=62597
https://nysba.org/app/uploads/2022/03/2024-April-Report-and-Recommendations-of-the-Task-Force-on-Artificial-Intelligence.pdf.
https://nysba.org/app/uploads/2022/03/2024-April-Report-and-Recommendations-of-the-Task-Force-on-Artificial-Intelligence.pdf.
https://nysba.org/app/uploads/2022/03/2024-April-Report-and-Recommendations-of-the-Task-Force-on-Artificial-Intelligence.pdf.
https://myshingle.com/wp-content/uploads/2024/01/AIFAQ-01092024.pdf
https://myshingle.com/wp-content/uploads/2024/01/AIFAQ-01092024.pdf
https://www.wicourts.gov/sc/scrule/DisplayDocument.pdf?content=pdf&seqNo=320588
https://www.wisbar.org/formembers/ethics/Ethics%20Opinions/EF-15-01%20Cloud%20Computing%20Amended.pdf


The State of AI in Legal Practice 
Annual Meeting & Conference 

6 
 

a practice, what may be reasonable efforts for most clients may not 
be for a particular client.” 

b) Factors to consider: 
(1) the information’s sensitivity; 
(2) the client’s instructions and circumstances;  
(3) the possible effect that inadvertent disclosure or 

unauthorized interception could pose to a client or third 
party;  

(4) the attorney’s ability to assess the technology’s level of 
security;  

(5) the likelihood of disclosure if additional safeguards are not 
employed; 

(6) the cost of employing additional safeguards;  
(7) the difficulty of implementing the safeguards;  
(8) the extent to which the safeguards adversely affect the 

lawyer’s ability to represent clients;  
(9) the need for increased accessibility and the urgency of the 

situation;  
(10) the experience and reputation of the service 

provider;  
(11) the terms of the agreement with the service 

provider; and  
(12) the legal and ethical environments of the 

jurisdictions in which the services will be performed, 
particularly regarding confidentiality. 

c) Note: While this list is not exclusive, it provides a good basis for 
assessing risk. 

 
2. See ABA Comment [18] and [19] to SCR 20:1.6 

a) 20:1.6(d) When the lawyer is transmitting a communication that 
includes information relating to the representation of a client, the 
lawyer must take reasonable precautions to prevent the information 
from coming into the hands of unintended recipients. 

b) The unauthorized access to, or the inadvertent or unauthorized 
disclosure of, information relating to the representation of a client 
does not constitute a violation of paragraph (c) if the lawyer has 
made reasonable efforts to prevent the access or disclosure. This 
duty of reasonable precautions, however, does not require that the 
lawyer use special security measures if the method of 
communication affords a reasonable expectation of privacy. 
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c) Special circumstances, however, may warrant special precautions. 
A client may require the lawyer to implement special security 
measures not required by this Rule or may give informed consent 
to forgo security measures that would otherwise be required by this 
rule. 

 
B. Application of “Reasonable Efforts” Analysis  

 
1. The “reasonable efforts” analysis must be done not only for the 

technology being used within your law firm, but also on the use of that 
technology in connection with each client/matter on a case-by-case basis 
as well. 

a) So, what may be reasonable to use for the estate plan of the 
Smith’s down the road, may not be reasonable to use with the 
Fortune 500 company client’s trade secrets matter, and vice-versa. 

 
2. This analysis is also fluid, as what is a reasonable effort now may not be 

enough in the future as technology evolves. Therefore, the firm should 
revisit this analysis to see if the technology is being used appropriately to 
mitigate risks to the client and their confidential information. 
 

3. NOTE: The analysis will change as technologies evolve and new options 
become readily available.  

a) ALSO NOTE: The reasonable efforts analysis must also consider 
the nature of your law practice, the specific characteristics of the 
client, and the specific characteristics of the specific matter. This is 
fluid and must be reconsidered each time. The following examples 
of analysis do not consider these characteristics 

 
C. Reasonable Efforts/Precautions with GenAI 

 
1. Benefits of GenAI 

a) Efficiency gains – GenAI can perform data intensive tasks must 
faster than any human is able. 

b) Ideation Tool – GenAI is very good at generating ideas. Beneficial 
for making sure that all areas of a task or argument are being 
considered and what potential counterarguments might be raised in 
response to those arguments. 

c) Research – AI has been used in legal research for decades. GenAI 
when used on a closed data set specific to verified legal precedence 
and sources can produce very accurate responses to legal research 
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queries along with accurate summaries of vast amounts of 
information. 

d) Generation of guides and client information about the legal 
process. 

e) Marketing ideas. Ideas for social media posts, blog posts, and 
marketing copy. 

f) Time savings – Time saved in some of the less high level but 
necessary tasks in representing clients frees up more time for the 
attorney to focus on more high-level tasks associated with the 
representation. Potential for better representation due to time saved 
on the lower-level tasks. 

2. Risks of GenAI 
a) Confidentiality - Potential for inadvertent disclosure of 

confidential information or copyrighted information if it is 
uploaded to GenAI models that use the information to then 
continue training the model. 

b) Hallucinations – GenAI is trained to return results that it is 
prompted to retrieve. To meet that directive, GenAI will 
sometimes make up sources and information. 

c) Bias – It is difficult to ascertain the data that the model is trained 
upon. If the data used for training is biased, then the GenAI can 
also return biased results. 

d) Improper prompting – if the user is not trained in creating good 
prompts, then the results will similarly be poor. Proper prompting 
will ensure better and more accurate results. 

e) Vendor differences in terms of service – different GenAI vendors 
have different terms of service and policies on how they handle 
data entered into the system. 

f) Intellectual Property issues/Copyright, Trade Secrets risks – 
currently there is ongoing litigation regarding copyrighted works 
and how GenAI LLMs are accessing and using that information. 

g) Misunderstanding of proper use of GenAI as a tool. 
 

3. Reasonable Efforts to comply with ethical rules 
a) Understand your current processes and workflow. Know the areas 

where you are experiencing inefficiencies and analyze whether 
these areas are tasks that are strengths of GenAI where 
implementation of GenAI could increase efficiency. 

b) Understand the strengths and limitations of GenAI as a tool. 
General, public, GenAI models are not great as a search engine, 
and they will not reliably produce consistent contracts and legal 
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pleadings. They are, however, very good at summarizing large sets 
of data and information, writing correspondence, drafting 
marketing materials, generating ideas for blog or social media 
posts, drafting firm policies, and more. 

c) Understand the GenAI model terms of service so you know what 
the product/company does with information inputted into the 
system. All terms of service are different so this must be closely 
reviewed in every instance. 

d) Do not upload confidential information. The default rule should be 
not to upload personally identifiable information, confidential 
client information, trade secrets, or copyrighted materials. If you 
are considering doing so you must undertake a due diligence 
investigation into the specific tool you are using so you can be sure 
that you have taken reasonable efforts to make sure that 
information will not be used for any purposes or trained upon by 
the GAI model. 

e) Use products that are designed for legal use by companies that 
have been around for a while in the legal space. These products 
will offer better protections as they are designed for the legal 
industry and these providers understand the ethical duties required 
of attorneys. 

f) Disclose to courts when required and clients when necessary – 
This must be determined on a client-by-client basis. All inputs of 
confidential client information must be accompanied by informed 
consent from the client prior to doing so. Investigate whether the 
court you are appearing in has a local rule or order governing 
GenAI. 

g) Supervise all lawyers and nonlawyers in their use of GenAI.  
h) Have a written GenAI use policy. This helps to assure that 

everyone in your firm understands what can and cannot be done 
when using GenAI and what products can be used. 

i) Be aware of the potential for bias. GenAI products are trained on 
the whole of the internet which includes a lot of information – 
good, bad, biased, and otherwise. Therefore, the outputs can 
include some of that same bad or biased information. 

j) Disclose use of GenAI where required. As discussed, some courts 
have issued rules/orders regarding GenAI. If a client asks, be sure 
to disclose whether GenAI is used in their representation. 

k) ALWAYS verify any output. Output should always be considered 
a first draft requiring oversight and verification of all results. 
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l) Remember: GenAI should be used as a starting point, not the final 
product. 
 

III. Use Cases and Example of AI Tools for Legal 
 

A. Possible uses for GenAI 
 

1. Much of the focus on GAI in in the practice of law is in relation to client 
specific legal tasks, drafting motions and briefs in support that are filed 
with the court. It is possible that this focus arises from the newsworthy 
cases of attorney misuse of GAI. However, a substantial amount of time 
spent in a law practice does not involve client-specific legal tasks. There 
are many ways to use GAI to increase efficiency and productivity in your 
law practice. 

a) Generating intake forms. 
b) Analyze documents, compare documents, generate drafts of legal 

documents (i.e., Contracts, estate planning documents, NDAs, 
custody agreements, etc.) 

c) Providing clients with information, support chatbots providing 
clients with general information about legal matters and what to 
expect from the process, answering FAQs about the process, or 
offering guidance on necessary documents they will need to gather 
for their matter. 

d) Ask a GAI tool to research your law firm and compile a list of all 
of the positive results and negative reviews and based upon those 
results on how your firm can improve client experience.  

e) Alternative dispute resolution simulations based on historical data 
and case law in the jurisdiction. 

f) Mock jury preparations. Asking the GAI model to stand in as the 
role of a juror. Present your case and ask the GAI model what 
questions a juror would have.  

g) Assisting with opening and closing statements with a litigation 
matter.  

h) Case analysis to compare facts in current matters to outcomes in 
similar cases to determine likely outcomes and setting expectations 
with clients. 

i) Assisting with style and tone in client communications. 
j) Generating educational content for clients such as guides for 

preparation of court hearings, depositions, mediation preparation 
etc. 
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k) Legal research
l) Automating processes for routine tasks and workflows
m) Increasing efficiency and productivity to free up time for high

levels of legal assistance.
(1) Often compassion for your clients and being a trusted

advisor and guide through a difficult, anxious, and stressful
time in your client’s lives is what clients are ultimately
seeking. They are often in situations where nobody totally
“wins.” Freeing up the time normally devoted to routine
behind-the-scenes tasks, processes, and paperwork provides
more time for client facing interactions and from the
client’s perspective a more attentive experience with their
attorney.

B. Uses by type of law practice

1. DISCLAIMER: The products listed below are just a sample of some of
the AI products available. This list is neither exclusive, nor is it an
endorsement of any of these products. It is by no means an exhaustive list
(such a list would number over 500 GAI legal tech products - see
LegalTech Hub GAI Legal Tech Map). These are provided as examples of
what is available and use of any of the listed products should only be done
after doing your own due diligence investigation into whether these
products are appropriate for use in your firm.

2. General Practice Management, Advertising, and Other Non-Legal Focused
Work

a) Applications:
(1) Practice Management Software: AI built into existing

Practice Management Software applications.
(a) Clio Duo – GAI assistant that operates within Clio

practice management software
(b) Mycase IQ - GAI assistant that operates within

Mycase practice management software
(c) Smokeball Archie AI - GAI assistant that operates

within Smokeball practice management software
(d) Filevine AI – GAI assistant within Filevine practice

management software for midsized firms

https://www.legaltechnologyhub.com/contents/lth-genai-legal-tech-map-march-2025/
https://www.clio.com/features/legal-ai-software/?cta=duo_2024
https://www.mycase.com/products/legal-ai-software/
https://www.smokeball.com/smokeball-ai
https://www.filevine.com/
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(2) Office Productivity Software - Microsoft Copilot (not legal 
specific but MS365 is nearly ubiquitous in the legal 
industry) 

(a) Microsoft 365 Copilot is the paid Copilot that is 
integrated into the Microsoft environment and 
across commonly used application like Word, 
Outlook, Excel, OneNote, and more. 

(3) Marketing and Advertising: AI can create personalized 
marketing content, manage social media campaigns, and 
analyze market trends. 

(a) Generally available Public GenAI models for non-
client related uses  

(i) OpenAi ChatGPT 
(ii) Google Gemini 

(iii) Anthropic Claude 
(iv) Perplexity AI 

(4) Website Builders - Morphic: An AI-assisted website 
builder 

(5) Notetaking, Client Education and Presentation 
(a) Notion – Notetaking and AI Workspace 
(b) Google NotebookLM – upload notes, PDFs, 

websites, documents, presentations and 
NotebookLM can summarize and make connections 
across content. Providing insights and tools that can 
assist you in further learning about a topic or new 
way to share the content with others. 

(c) Gamma AI – Presentations and education AI 
generation 

(d) Other Public GenAI models mentioned above, like 
ChatGPT, Claude, etc., are also able to be used for 
creating client education materials that are easily 
understandable for the average person. 

(i) Information can be generated at whatever 
level the client is able to understand and 
translated into whatever language is needed. 
Allows law firms to meet their clients where 
they are. 

(6) Client Communication: AI chatbots can handle initial client 
inquiries, schedule appointments, and provide basic 
information. 

https://www.microsoft.com/en-us/microsoft-365/microsoft-copilot#keyfeatures
https://openai.com/chatgpt
https://gemini.google.com/?hl=en
https://www.anthropic.com/claude
https://www.perplexity.ai/
https://www.getmorphic.com/
https://www.notion.com/
https://notebooklm.google/
https://gamma.app/
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(a) Chatbots are able to interact in many languages 
(b) Lawdroid Builder and Lawdroid Copilot are 

examples of these services 
(7) Legal Specific AI Assistants 

(a) Paxton AI –All in one legal assistant  
(b) Harvey 
(c) Lawdroid Copilot 

 
3. Transactional Attorneys 

a) Applications: 
(1) Contract Drafting and Review: AI can draft contracts based 

on templates and review them for compliance and risk 
factors. 

(2) Due Diligence: AI can analyze large volumes of documents 
to identify relevant information and potential issues. 

(3) Legal Research: AI can quickly find relevant case law, 
statutes, and regulations. 

b) Example AI Products: 
(1) AI Powered Document Drafting, Review, and 

Summarization  
(a) Litera Kira Systems: An AI-powered contract 

analysis tool that helps with due diligence and 
contract review. 

(b) Spellbook – Complete AI suite for transactional 
attorneys; Word Plug-in and first “AI agent” for 
multi-document transactions 

(c) Gavel Exec – Legally trained AI document creation 
and redlining  (Word Plugin) 

(d) Draftwise 
(2) Legal Research AI platforms and AI Assistants that allow 

for document summary, review, and drafting 
(a) Lexis+AI & Lexis Protégé - Legal Research plus 

GAI skills 
(b) Westlaw Precision with Cocounsel – Legal 

Research plus GAI skills 
(c) vLex/Fastcase Vincent AI – Legal Research plus 

GAI skills 
 

4. Litigation Attorneys 
a) Applications: 

https://lawdroid.com/builder/
https://lawdroid.com/copilot/
https://www.paxton.ai/
https://www.harvey.ai/
https://lawdroid.com/copilot/
https://www.litera.com/products/kira
https://www.spellbook.legal/
https://www.gavel.io/exec
https://www.draftwise.com/
https://www.lexisnexis.com/en-us/products/lexis-plus-ai.page
https://www.lexisnexis.com/en-us/products/protege.page
https://legal.thomsonreuters.com/en/products/westlaw-precision
https://vlex.com/products/vincent-ai
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(1) Predictive Analytics: AI can predict case outcomes based 
on historical data and trends. 

(2) E-Discovery: AI can sift through large volumes of 
electronic data to find relevant documents for litigation. 

(3) Brief and Motion Drafting: AI can assist in drafting briefs 
and motions by providing relevant case law and arguments. 

b) Example AI Products: 
(1) Lexis+AI & Lexis Protégé - Legal Research plus GAI skills 
(2) Westlaw Precision with Cocounsel – Legal Research plus 

GAI skills 
(3) vLex/Fastcase Vincent AI – Legal Research plus GAI skills 
(4) Everlaw: An AI-powered e-discovery platform that helps 

with document review and case preparation. 
(5) Logikcull: Helps with large document review and due 

diligence by automating document sorting and flagging 
potential risks  

(6) LexMachina – Provides predictive analytics for litigation, 
helping attorneys understand case trends and outcomes. 

(7) Westlaw Edge – Legal Research, GAI, Litigation Analytics 
(8) vLex Analytics and DocketAlarm with VincentAI 
(9) Briefpoint: Automates the drafting of discovery request and 

response documents 
(10) Clearbrief AI – AI litigation legal writing tool Word 

ad-on 
  

https://www.lexisnexis.com/en-us/products/lexis-plus-ai.page
https://www.lexisnexis.com/en-us/products/protege.page
https://legal.thomsonreuters.com/en/products/westlaw-precision
https://vlex.com/products/vincent-ai
https://www.everlaw.com/
https://www.logikcull.com/
https://lexmachina.com/
https://legal.thomsonreuters.com/en/products/westlaw-edge
https://vlex.com/products/vlex-analytics
https://vlex.com/products/docket-alarm
https://vlex.com/products/vincent-ai
https://briefpoint.ai/
https://clearbrief.com/
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APPENDIX A 
 

“Reasonable Efforts” Analysis for Evaluating Technology Risks and Benefits 
See Wisconsin Formal Ethics Opinion EF-15-01 (Revised 2017) 

 
Note: Efforts must be commensurate with the risks presented. Technology changes 
rapidly so re-evaluation must be done. Circumstances of each law practice vary 
considerably and must be analyzed with the specific circumstances of the firm in mind. 
Likewise, within a law practice, circumstances will vary from client-to-client and case-to-
case. 
Factors to consider: 

• The information’s sensitivity; 

• The client’s instructions and circumstances;  

• The possible effect that inadvertent disclosure or unauthorized interception could 
pose to a client or third party;  

• The attorney’s ability to assess the technology’s level of security;  

• The likelihood of disclosure if additional safeguards are not employed;  

• The cost of employing additional safeguards;  

• The difficulty of implementing the safeguards;  

• The extent to which the safeguards adversely affect the lawyer’s ability to represent 
clients;  

• The need for increased accessibility and the urgency of the situation;  

• The experience and reputation of the service provider;  

• The terms of the agreement with the service provider; and  

• The legal and ethical environments of the jurisdictions in which the services will be 
performed, particularly regarding confidentiality. 

 
Additionally see Standards | Legal Cloud Computing Association for recommendations on 
vetting a cloud computing vendor, which AI companies would be included as. 
  

https://www.wisbar.org/formembers/ethics/Ethics%20Opinions/EF-15-01%20Cloud%20Computing%20Amended.pdf
http://www.legalcloudcomputingassociation.org/standards/


The State of AI in Legal Practice 
Annual Meeting & Conference 

16 
 

APPENDIX B 
 

Additional Resources 
 
GenAI 
 
Generative AI for Lawyers: What It Is, How It Works, and Using It for Maximum Impact 
(lexisnexis.com) 
 
AI Terms for Legal Professionals: Understanding What Powers Legal Tech (lexisnexis.com) 
 
Frequently Asked Questions and Suggested Best Practices Related to Generative myshingle.com 
Carolyn Elefant, January 7, 2024 
 
Ethical Implications of Using Generative AI (americanbar.org) 
 
Overview ‹ Detect DeepFakes: How to counteract misinformation created by AI — MIT Media 
Lab 
 
Deepfakes — Judge Scott Schlegel (judgeschlegel.com)  
 
ABA Law Practice Magazine - A Lawyer’s Guide to Getting Started with Generative AI 
 
 
Technology in the Law Practice 
 
2023 American Bar Association Tech Report (americanbar.org) 
 
AffiniPay 2025 Legal Industry Report 
 
Clio Legal Trends Report | Clio 
 
  

https://www.lexisnexis.com/community/insights/legal/b/thought-leadership/posts/generative-ai-for-lawyers
https://www.lexisnexis.com/community/insights/legal/b/thought-leadership/posts/generative-ai-for-lawyers
https://www.lexisnexis.com/community/insights/legal/b/thought-leadership/posts/ai-terms-for-legal-professionals-understanding-what-powers-legal-tech
https://myshingle.com/wp-content/uploads/2024/01/AIFAQ-01092024.pdf
https://www.americanbar.org/groups/law_practice/resources/law-practice-magazine/2024/2024-january-february/ethical-implications-of-using-generative-ai/?login
https://www.media.mit.edu/projects/detect-fakes/overview/
https://www.media.mit.edu/projects/detect-fakes/overview/
https://www.judgeschlegel.com/deepfakes
https://www.americanbar.org/groups/law_practice/resources/law-practice-magazine/2025/march-april-2025/a-lawyers-guide-to-getting-started-with-generative-ai/
https://www.americanbar.org/groups/law_practice/resources/tech-report/
https://www.affinipay.com/legal-industry-report-2025/
https://www.clio.com/resources/legal-trends/?cta=top-nav-na
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Appendix C  

Relevant Articles 











Reprinted with permission of the April, 2024 Wisconsin Lawyer magazine.









Reprinted with permission; originally published in the April, 2025 issue of WisBar InsideTrack, the bi-
weekly newsletter of the State Bar of Wisconsin.









Reprinted with permission of the November, 2024 Wisconsin Lawyer magazine.
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